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Abstract

To obtain the kinetics parameters for the complex reaction system, a more intellectualized hybrid evolutionary algorithm was developed.
In this new method, the normal genetic algorithm (GA) was modified with adaptive multi-annealing crossover and mutation strategies
instead of simple strategy. The multi-pattern evolution was also adapted to improve the search efficiency. This hybrid algorithm not only
avoids the problem of local optimum, but shows a higher estimating precision and a better convergence than that the normal GA. By using
this algorithm, the kinetics parameters for the synthesis of ethyltert-amyl ether from ethanol andtert-amyl alcohol over strongly acidic
cation exchange resin (Ambelyst 15 (A-15)) as catalyst were successfully estimated. The calculated results using the parameters obtained
from the hybrid evolutionary algorithm agree well with the experimental data.
© 2003 Elsevier Science B.V. All rights reserved.

Keywords:Complex reaction; Kinetics; Ethyltert-amyl ether; Genetic algorithm; Simulated annealing; Evolutionary algorithm; Optimization

1. Introduction

Many complex reaction systems involve numerous ele-
mentary reactions. The number of the kinetics parameters
to be estimated increases very rapidly with the complexity
of the physico-chemical model. It is necessary to use a ro-
bust estimation method, which allows the whole parameter
space to be explored, to determine the global solution to
the problem, and not merely a local solution.

Evolutionary algorithms (EAs) were developed in re-
cent years. They are a series of optimization methods that
include genetic algorithm (GA), evolution strategy (ES),
evolutionary programming (EP) and their variants[1]. Com-
pared with other traditional optimization algorithm, these
evolutionary algorithms based on the principles of natural
biological evolution to solve real valued optimization have
shown some advantages. For examples: the astringency is
independence of the setting of initial values, stronger ro-
bustness and better search ability in the entire space[2].
Among of them, GA is widely used to solve the optimiza-
tion problem, it is also used in the field of kinetics research
[3–6]. A notable characteristic of GA is that it can find the
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region of the optimal values quickly; however, the ability of
accurate search in this region is not satisfactory for complex
system.

Simulated annealing (SA) is an approach to simulate the
thermodynamic process of annealing (cooling solid)[7] and
it is observed that this approach could be used to search for
feasible solutions of an optimization problem, with the ob-
jective of converging to an optimal solution[8]. This method
can search accurately in certain region; however, it is diffi-
cult to explore the whole search space. Although these prob-
lems can be solved by the integration of the GA with SA in
a simple way, the calculation time will cost much more than
before and that must be intolerable for the optimization of
a complex multi-parameters system.

A new hybrid algorithm thus is developed which funda-
mentally differs from the normal GA and SA algorithms by
the fact that the adaptive multi-annealing mutation, adaptive
multi-annealing crossover and population strategy are intro-
duced into the GA. By this method, the performance of GA
is improved and the CPU times are also reduced. Using this
new hybrid evolutionary algorithm, the kinetics parameters
for the synthesis of ethyltert-amyl ether from ethanol and
tert-amyl alcohol are explored; the differences between this
hybrid evolutionary algorithm and the normal GA are also
discussed.

1385-8947/03/$ – see front matter © 2003 Elsevier Science B.V. All rights reserved.
doi:10.1016/S1385-8947(03)00025-1



114 R. Yao et al. / Chemical Engineering Journal 94 (2003) 113–119

Nomenclature

c components number
CCAT concentration of catalyst (mol-H+ m−3)
Ci concentration of component (mol m−3)
d number of tested point
h generation of heredity
ki rate constant of each positive reaction

considering the inhibition of water
ki0 rate constant of each positive reaction
k′i rate constant of each reverse reaction

considering the inhibition of water
k′i0 rate constant of each reverse reaction
Ke equilibrium constant
KW inhibition of water (m6 mol−2)
n molar quantities (mol)
Pc crossover probability
Pm mutation probability
Q exchange capacity of catalyst

(mol-H+ (kg-dry resin)−1)
ri reaction rate (mol (mol-H+)−1 s−1)
t time (s)
tGSA calculation times of GSA algorithm
T temperature (K)
V volume of reaction system (m3)
Vi molar volume of component (m3 mol−1)
WA-15 amount of catalyst A-15 (kg)

Greek letter
ψ value of adaptability function (m6 mol−2)

2. Experimental

2.1. Materials

tert-Amyl alcohol (TAA) and ethanol were purchased as
analytically pure reagents from Xi’an Chemical Reagent, in
Xi’an, China. The purity of the reagents was greater than
99.9 mass percent; Ambelyst 15 (A-15) was supplied by
Rohm and Hass Corp. (USA), it was soaked into ethanol and
was dried at 368 K in an oven drier with a vacuum pump
for 8 h before use. The ion exchange capacity,Q, based on
the dry resin is 4.96 (mol-H+ (kg-dry resin)−1).

2.2. Apparatus and procedure

The reactor consisted of a three-necked flat-bottomed
flask of 250 ml capacity fitted with a condenser in the central
opening, a sampling device and a thermowell. The reaction
temperature was controlled by a water bath. The reaction
mixture was magnetically stirred at the speed about 600 rpm
in all the runs for the reason that the reaction rate was in-
dependent of agitation speeds in the range of 200–800 rpm
and the particle size that was used in this experiment did not

influence the reaction rate, this showed that the external and
internal diffusion resistances were not significant. Therefore
the internal and external diffusion could be ignored and the
process was exclusively controlled by reaction kinetics.

The experiments were carried out at 313, 318, 323 and
328 K. Reactant ratios,CEtOH (mol l−1)/CTAA (mol l−1)
were 0.5, 1 and 2. At the beginning of experiments, a
certain ratio reactants were put into reactor, heat reactor
with water bath. When the reactants reached the reaction
temperature, certain amount of catalyst was added into the
reactor and start to record the time. The concentration of
each component was analyzed after an interval.

The concentration of each component was analyzed in a
TCD gas chromatograph with 4 m column of Gaskuropack
54 as packing material. The temperature of TCD was 453 K,
the temperature of vaporizer was 483 K. Helium was used
as the carrier gas with flow rate of(1.5 × 10)–6 m3 s−1.
Separation had been achieved for all components.

3. Kinetics model

For the synthesis of ethyltert-amyl ether from ethanol and
tert-amyl alcohol on strong acid cation exchange resin A-15
at atmospheric pressure in liquid phase, following reaction
equations can be used to describe this process:

EtOH+ TAA
k1⇔
k′1

TAEE + H2O (1)

TAA
k2⇔
k′2

2MB1 + H2O (2)

TAA
k3⇔
k′3

2MB2 + H2O (3)

2MB1
k4⇔
k′4

2MB2 (4)

EtOH+ 2MB1
k5⇔
k′5

TAEE (5)

EtOH+ 2MB2
k6⇔
k′6

TAEE (6)

where,Eq. (1) is the main reaction,Eqs. (2)–(6)are side
reactions. Each reaction is reversible. Because the boiling
point of isoamylene (2MB1 306.20 K; 2MB2 311.60 K) is
more higher than the temperature of condenser (243 K),
isoamylene is considered to be recovered fully in all of our
experiments.

The rate equations of this model can be expressed as fol-
lows:

r1 = k1CTAACEtOH − k′1CTAEECH2O (7)

r2 = k2CTAA − k′2C2MB1CH2O (8)

r3 = k3CTAA − k′3C2MB2CH2O (9)
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r4 = k4C2MB1 − k′4C2MB2 (10)

r5 = k5CEtOHC2MB1 − k′5CTAEE (11)

r6 = k6CEtOHC2MB2 − k′6CTAEE (12)

where,

ki = ki0

1 +KwCH2O
, (i = 1,2, . . . ,6) (13)

k′i =
k′i0

1 +KwCH2O
(i = 1,2, . . . ,6) (14)

FromEqs. (7)–(12), we getEqs. (15)–(20).

dCEtOH

dt
= CCAT(−r1 − r5 − r6) (15)

dCTAA

dt
= CCAT(−r1 − r2 − r3) (16)

dC2MB1

dt
= CCAT(r2 − r4 − r5) (17)

dC2MB2

dt
= CCAT(r3 + r4 − r6) (18)

CH2O = CTAA ,0 − CTAA −�CA-15(H2O) (19)

CTAEE = CEtOH,0 − CEtOH (20)

�CA-15(H2O) = KwCH2OCCAT (21)

Eqs. (7)–(21)are the kinetics model of this reaction sys-
tem. There are 13 kinetic parameterski must be solved. In
Eqs. (13) and (14), a modification is made for the expression
of ki based on the catalyst resin’s preferential sorption of
water, this interference is considered as the inhibition of wa-
ter.KW is a function of temperature[9,10].CCAT = Q(W/V)
[mol-H+ m−3] and expresses the concentration of catalyst,
W the amount of catalyst (kg) andV the volume of reaction
system (m3). �CA-15(H2O) is the reduction amount of water
because of the resin’s preferential sorption.

4. Basic theory of hybrid evolutionary algorithm

4.1. A simple integration method of genetic-simulated
annealing (GSA) algorithm

In the normal GA, only simple crossover, mutation and
selection are used as the genetic operators, the normal GA
can not embody a complicated evolutionary process. Be-
cause of the limitation of population size and number of
generation, the algorithm is easy to form truncation error,
which will lead to precocity. For this reason, many re-
searchers have tried to design new hybrid algorithms by
combining GA with other optimization algorithms[11,12].
All of these hybrid algorithms can improve the efficiency
of genetics algorithm in a certain degree.

SA is a powerful optimization technique, which can the-
oretically converge asymptotically to the global optimum
solution with probability ‘1’ when the initial temperature is
high enough and cooling rate is infinitely slow[13]. The
process of this evolutionary operation adopts the new val-
ues based on Boltzmann rule: when an optimized value is
adopted, a depraved value is also adopted with a certain
probability. This rule is expressed as the following form:

exp

(−�f
T

)
≥ random(0,1) (22)

Here,�f is the difference of fitness value between the child
generation and the parent generation,T the annealing tem-
perature. The main drawback of SA in practice is that the
parameters in SA are hard to control. There is a contradic-
tion between optimization efficiency and computation time
during the selection of annealing rate: if the cooling rate is
excessively fast, the evolutionary operation may miss the ex-
tremum. Contrarily, the convergence rate of this algorithm
will be very slow. Second, in every temperature, SA can
hardly determine if it reaches the balanced state by itself,
this means the length of Markov chain can not be controlled
easily, and when it is reflected to the algorithm, the times
of Metropolis process will not be controlled easily. In ad-
dition, the selection of the initial temperature is a difficulty
for application of SA as well.

A simple integration method of genetic-simulated anneal-
ing (GSA) algorithm is to generate new individuals with
GA, then these individuals are processed with SA and the
results are used as the initial individuals of the next gener-
ation. This process can be illustrated inFig. 1.

This algorithm has a better searching ability for the global
optimal solution in some degree; however, it will increase
the CPU time extremely. If the generation number isN,
population size isM, the iterations at each temperature in
annealing process (length of Markov chain) is between l and
L, then the calculation times (tGSA) would beM × (1 +
N + N × l) < tGSA < M × (1 + N + N × L). Obviously,
it is unsuitable for estimating the complex reaction kinetics
parameters.

4.2. New evolution-simulated algorithm

A hybrid evolution-simulated annealing algorithm with
multi-pattern evolution is developed in this paper. In this
new algorithm, the SA is introduced into the operations of
crossover and mutation instead of annealing processing of
the individuals after crossover and mutation. Some different
operators are also used in each of the process of crossover
and mutation to enhance the searching ability of this algo-
rithm further.

For the more, the population strategy is used. It will
bring the individuals to evolve in two different patterns:
one is adaptive multi-annealing mutation and adaptive
multi-annealing crossover; another is to evolve according
to evolution strategy, then, every population takes part in
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Fig. 1. Flow chart of normal GA–SA.

competition together. This population strategy can prevent
the form of some “super individuals”, avoid precocity ef-
fectively and quicken the calculation speed of algorithm to
find the global optimal solutions.

4.3. Adaptive multi-annealing crossover

Adaptive multi-annealing crossover can take different
crossover strategy act on every individual circularly, and
adopts the child generations with a Boltzmann rule. These
crossover strategies include: part arithmetic crossover,
complete arithmetic crossover and heuristics crossover. An-
nealing temperature evolution strategy is the fast annealing
strategy:

T(t) = T0

1 + αt α ∈ [0,1] (23)

4.4. Adaptive multi-annealing mutation

Adaptive multi-annealing mutation is an annealing mu-
tation that uses many different kinds of mutation operators
such as nonuniform mutation; Gaussian mutation that based
on generation number and multi-step mutation. In each gen-
eration, these mutation operators act on every individual cir-
cularly, so that, in the beginning of evolution, there will be

a high mutation probability. The acceptance criterion is in
accordance with Boltzmann rule too.

The functional parameters of GA such as crossover prob-
ability Pc and mutation probabilityPm will influence the al-
gorithm deeply, but it is difficult to find the optimum values
for these parameters. Both of them are adjusted dynamically
in the program of this adaptive algorithm, they decrease with
the increase of evolutionary generations. With this method,
the difficulty of repeated adjusting the value ofPc andPm
can be avoided. This is an attempt to intelligentize the algo-
rithm program. The adaptive function used in this paper is:

p = exp

( −δ · t
t max

)
(24)

Here,p expressPc or Pm, t is the current generation number,
t max the maximum number of generation,δ a coefficient
which expresses the decrease rate ofPc or Pm with the
increase of the number of generation. Althoughδ can be
designed as a function relating to the number of generation,
distinct advantage for improving the adjusting effect is not
shown in this way. Therefore,δ is set to be a constant 1.5
in this paper, and a satisfied result is achieved. By this way,
the algorithm is similar to random search in the initial stage
of evolution process for the reason that the great probability
of crossover and mutation is used; the searching opera-
tion thus can reach the whole parameter space. Along with
the evolutionary process, the preconditions for adopting
child generation individual are more rigorous, algorithm
will adopt the excellent new individual in priority, and the
algorithm search carefully in certain region, and its local
searching capacity is enhanced.

4.5. Selection

The (µ + λ)-ES is employed as selection strategy. This
is a multi point searching method, which uses truncation
selection in an extended searching space and can retain the
excellent individuals of parent and child generation, this
method can improve the convergence efficiency of the new
algorithm. The flow diagram for this hybrid evolutionary
algorithm is showed asFig. 2.

4.6. Apply styles of algorithm

There are 13 kinetics parameters in this reaction system,
which need to be estimated. In the process of evolution op-
eration, encoded mode is real number coding, population
size is set as 60 and generation number is 50. Crossover
strategy is adaptive multi-annealing crossover. Two patterns
are employed as mutation strategy: pattern 1 is adaptive
multi-annealing strategy; pattern 2 is the normal mutation
that combined with SA asFig. 2.

The fitness function in this paper is defined as

ψ(K̄) =

 c∑
i=1

d∑
j=1

[yi(tj, K̄)− Yi(tj)]2



−1

(25)
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Fig. 2. Sub-flowchart of hybrid evolutionary algorithms.

whereK̄ is vector of model parameter,c the components
number,d the number of tested points,tj the reaction time,
y(tj, K̄) expresses the calculated values of concentration,
Y(tj) expresses the experiment values of concentration.ψ is
the value of adaptability function.

5. Results and discussion

5.1. Performance analysis of hybrid evolutionary
algorithm

To compare the performance between the new algorithm
and normal GA, the same parameter numbers, same en-
coded mode are employed in these two algorithms. Here, the
crossover probability is 0.8; mutation probability is 0.2; the
population size is 60, the maximum number of generation

is 100. The roulette wheel selection strategy, part arithmetic
crossover strategy and uniform mutation strategy are chosen.

Figs. 3 and 4show the relationship between fitness and
the number of generation in normal GA and the new hybrid
algorithm, respectively.

Comparing these two figures, it can be known that the
normal GA cannot provide satisfied optimization result for
such a complicated reaction system as mentioned above. In
Fig. 3, when the number of generation is 100, its fitness
value is still lower than that when the number of genera-
tion is 40 inFig. 4. For the more, since the normal GA has
big mutation probability, the fitness is unsteady and undu-
late after the 100th generation as shown inFig. 3. On the
contrary, because the truncation selection strategy is used in
the hybrid evolutionary algorithm, the average fitness val-
ues curve rises smoothly, and it is steady from the 40th
generation.
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Fig. 3. Fitness profiles in traditional GA: (···) maximum fitness; (—)
average fitness.

Fig. 4. Fitness profiles in modified GA: (···) maximum fitness; (—) average
fitness.

5.2. Calculate the kinetics parameters with the modified
evolutionary algorithm

The kinetics parameters of the synthesis of TAEE are
estimated with the hybrid evolutionary algorithm and
Runge–Kutta method. The relational expressions ofki and
temperature (T) are listed inTable 1.

Table 1
Results of reaction kinetics parameters calculated by modified evolutionary algorithm

ki = f(T) (new GA) ki = f(T) (R–K) Unit Ea (kJ mol−1)
(new GA)

Ea (kJ mol−1)
(R–K)

k10 = exp ((16.38−8909.41)/T) k1 = exp ((18.35−8799.37)/T) (m6 (mol s mol-H+)−1) 74.07 73.15
k′10 = exp ((8.32−5423.3)/T) k′1 = exp ((3.93−4948.13)/T) (m6 (mol s mol-H+)−1) 45.09 41.14
k20 = exp ((23.93−10785)/T) k2 = exp ((27.98−10389.8)/T) (m3 (s mol-H+)−1) 89.67 86.38
k′20 = exp ((29.45−11812.1)/T) k′2 = exp ((28.54−11427.74)/T) (m6 (mol s mol-H+)−1) 98.21 95.01
k30 = exp ((6.36−4930.27)/T) k3 = exp ((10.05−5067.9)/T) (m3 (s mol-H+)−1) 40.99 42.13
k′30 = exp ((18.79−9203.17)/T) k′3 = exp ((18.37−9475.52)/T) (m6 (mol s mol-H+)−1) 76.52 78.78
k40 = exp ((14.57−6779.12)/T) k4 = exp ((15.17−6992)/T) (m3 (s mol-H+)−1) 56.36 58.13
k′40 = exp ((18.82−8833.4)/T) k′4 = exp ((19.02−9208.9)/T) (m3 (s mol-H+)−1) 73.44 76.56
k50 = exp ((−6.05−821.712)/T) k5 = exp ((−0.69−788.43)/T) (m6 (mol s mol-H+)−1) 6.83 6.56
k′50 = exp ((−9.97−1027.14)/T) k′5 = exp ((−9.74−1046.46)/T) (m3 (s mol-H+)−1) 8.54 8.70
k60 = exp ((3.28−4108.56)/T) k6 = exp ((6.14−4085.78)/T) (m6 (mol s mol-H+)−1) 34.16 33.96
k′60 = exp ((−0.41−2465.14)/T) k′6 = exp ((−0.44−2358.15)/T) (m3 (s mol-H+)−1) 20.49 19.60
Kw = exp ((−18.24+ 4355.07)/T) kw = exp ((−17.97+ 4623.4)/T) (m3 mol−1) – –

Table 2
Equilibrium constants for the synthesis of TAEE at different temperature
(EtOH:TAA = 1:1 (mol/mol))

T/K R1 R2 R3 R4 R5 R6

Ke (experimental)
313 302.5 6.3 73.1 24.3 63.1 7.3
318 299.6 7.1 74.3 21.4 59.1 6.3
323 298.7 8.1 80.3 19.3 48.3 5.6
328 297.6 9.3 90.4 18.3 40.2 4.9

Ke (thermodynamic)
313 222.1 4.1 49.9 12.0 57.9 4.8
318 221.5 5.1 58.1 11.5 47.0 4.1
323 221.5 6.3 68.4 11.0 38.3 3.5
328 222.2 7.7 80.2 10.6 31.4 3.0

R1–R6 represent reaction (1)–(6).

Fig. 5. Concentration profiles with time. EtOH:TAA= 1:1 (mol/mol),
T = 313 K,WCAT = 10 g.



R. Yao et al. / Chemical Engineering Journal 94 (2003) 113–119 119

Fig. 6. Concentration profiles with time. EtOH:TAA= 1:1 (mol/mol),
T = 313 K,WCAT = 10 g.

The equilibrium constants at different temperature,Ke
(exptl), which were obtained from the results inTable 1are
presented inTable 2. For comparison theKe (thermodyn)
calculated from thermodynamic data are included inTable 2.
The experimental resultsKe (exptl) are higher thanKe (ther-
modyn).

The relationship between concentration and reaction time
is shown inFig. 5. The scattered symbols express the ex-
perimental data and the lines are the calculated values with
k that was estimated with the new hybrid evolutionary al-
gorithm, obviously both of them agree very well. The lines
in Fig. 6 are the calculated concentration values withk that
was estimated with Runge–Kutta method in the same con-
ditions as inFig. 6. From the comparison ofFigs. 5 and 6, it
is proved that the evolution-simulated annealing algorithm
with multi-pattern evolution developed fit experimental val-
ues with higher precision than Runge–Kutta method.

6. Conclusions

A modified hybrid evolutionary algorithm (evolution-
simulated annealing algorithm with multi-pattern evolution)
is developed in this paper. The advantages of this hybrid
evolutionary algorithm are the quick convergence rate and
the better ability to restrain precocity than the normal GA.

The kinetics parameters of synthesis of TAEE are es-
timated by using the new algorithm. The rate constant

values at different temperature for this reaction system
are obtained. The expressions of the relationship between
rate constants and temperature are established in Arrhenius
form. The results accuracy is evidence by a comparison
the equilibrium constants from forward and backwards
kinetics with those obtained from the thermodynamics.
The curves of concentration and temperature that are fitted
with these parameters agree well with the experimental
results.
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